Gauss-Jordan elimination for solving of linear system of equations consists of m rows and n variables

0. Define a matrix A with size (m, n+1) and a vector B of size m. A is augmented matrix and vector B is basis.

1. Write the coefficients of linear system of equations into the matrix A. The (n+1)-column consist of the coefficients of the right side of equations

2. For each row i=1..m select a pivot element. Pivot will be the first non-zero element from the left side in the row i. Index of the pivot column (column, where is the pivot element) mark as s. Pivot row mark as r.
2a. If all coefficients in the row i ak zeros, go to the next row (set i=i+1 and go to the step  2. (for this row set B[i]=0 or integer value <0). 

2b. If the pivot is in the column n+1, úlinear system does not have a solution, than you can finish. 

2c. If not valid 2a or 2b, set B[i]=s and devide the pivot row by the pivot, so the pivot will obtain a zero value.

2d. Pivot transformation. Using elementary row operations we must adjust all rows k=1..m, k≠r to tho form, where coefficients in the pivot column are zeros (except the pivot element). So for each k=1..m, k≠r multiply the pivot row by –aks, add it to the row k and write it into the row k. 

3a. If the count of non zero rows in the last matrix is n, we have only one solution: for each i=1..m a pre každé B[i]>0 takto: x[B[i]]=A[i, n+1]. Finish – system has only one solution.
3b. If the count of non zero rows in the last matrix is < n, we have infinity solution. Finish.

